CHAPTER 11 - REGRESSION

CARTOON GUIDE TO STATISTICS CHAPTER SUMMARY




We often use a graph to show
how two variables relate

* This is a scatterplot of

two variables

* Height and weight are
two such variables

% Does one influence the

other?

* \What about other
factors such as random

variation?

weight
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The Regression Line, also
called the Least Squares Line

* e
/#

e

* This line Is positioned to
minimize the distance
between the line and all y
values

* The distance between any
y value and the regression
line is called ‘error’

* We calculate error values to
measure how much the
predicted values differ from
actual values
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The Sum of Squared
Errors - SSE

* The regression line is .
the line with the / |
smallest SSE value

Blb 95E ' SMALL SSE

* SSE is found by .
calculating the sum of S5F = Z%"?f)z
squared errors i =1
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Regression Analysis

* Now, how do we find

where the line goes, 250 - 3
again? v,
200 o
00
* \We use a formula to = 8 008§°8
find y from a, b and x R T L L
g(@ 9 goég g 8
e ®
% the x axis is the S ek
independent variable :
Ba =
. . 60 65 70 75
% the y axis is the . neigh

dependent variable
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1he Regression Line Formula

% We can calculate y after finding the value of b and a

y = ﬂ+bﬂ$ WHERE

Z(Zf"f)(yr‘?)
O e

i(ﬂf"‘_j)?‘
AND .

a = g-——b;'?f

(HERE Z AND g ARE THE MEANS OF
{z;} AND {y;} RESPECTIVELY.)
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* The sum of squares for x and y measure the
spread of x and y around the mean

* The combined sum of squares is used to find the
variable b as well

% We abbreviate these as shown below

%5,z = z:(;::i,;--,i:')z
i=1 = & _

: 5y = D (=B
_— ii NG o
Bt ;(y;- )
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ANOVA -
Analysis of
variance
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How well does the line
fit the data”?

% Some regression lines fit very closely with their
data - representing less error

* Some regression lines fit, but have lots of points
far away from the line - representing more error

* More error looks like ‘noise’ on the scatterplot

* The ‘fat pencil test’ shows a tight fit, because
most of the data can be covered by laying a (fat)
pencil over the line
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GO0V FIT: SMALL S5E,
EVEN COMPAREV WITH
SMALL TOTAL SPREAD

JE———

_— o e e o -——--.

600D FIT: MODERATE
osg, BUT LARGE
TOTAL SPREAD

Good Fit vs Bad Fit

BAD FIT: BI& 55E
RELATIVE TO SMALL
TOTAL S$PREAD

BAD FIT: LARGE S5E,
EVEN COMPARED TO
LARGE TOTAL
SPREAD

L ]
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Measuring the Variability
Ny

% We use y"@ to represent predicted values as
determined by the regression line

?f = ﬁ'l'be

I_— REGRESION
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* Thus we can quantify the sources of variability
with the sum of squares as shown below

* SSR measures the predicted values of y

S0OURCE OF VARIABILITY UM OF SQUARES

REGRESSION 55R = Z (fy"‘f- y)*
i=1

ERROR 55E = 2(%._.?5)2

i=1

TOTAL 55y = ;(yr y)?
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How do the predicted values
and actual values relate”?

2

4 4

* For this, we need R

% RZ is the correlation coefficient between the actual
and predicted values

* This helps us know how well the regression line
approximates the actual data - how they are
associated

% R values can range from -1 to +1

% R? is shown with it’s own line on a graph
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Interpreting R¢ Values

% When R? = 1, there is a perfect relationship

% When R? = 0, there is no relationship

* We can know from this whether y will go up or
down when x is increased
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Statistical Inference

What is this telling us?
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A Regression Moael for
the Entire Population

* To produce a linear regression of the entire
population, this formula can be used

Y = a+ Br+e

Y 19 THE PEPENDENT RANDOM VARIABLE; 15 TUE INPEPENDENT VARIABLE
(WHICH MAY OR MAY NOT BE RANPOM); ar ANP 8 ARE THE UNKNOWN

PARAMETERS WE SEEK TO ESTIMATE; AND € REPRESENTS RANPOM ERRCR
FLUCTUATIONS.
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Estimating o« and P
Using Samples

* Using the formula, we can compare values
reached by using the least squares method

* Using different samples, we have a and b to
compare with f and

20

. 5 = at+ Br+e
15 o OB
10
G )
- & & &
3 )
O "ﬁ =)

0 5 10 15 20
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Calculating an Estimator

* From samples, we can calculate s

THE DATA POINTS WILL BE SCATTERED
AROUND THE LINE.

TO REPEAT, 5 15 AN C5TIMATOR OF HOW WIDELY . { ‘}5” . E'ﬁ%r;
n-22
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Confidence
Intervals




How Rellable are our
Estimates”?

* To measure a 95% confidence interval, use the
following formula

a=azx t‘ng 5E(ﬂ)

HELPFUL LINK:
http://en.wikipedia.org/wiki/Confidence interval
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http://en.wikipedia.org/wiki/Confidence_interval

Predicting Mean
Response

* Mean response is an estimate of an expected
value of y at a known value of x

* The prediction interval is the distribution area
between the curved lines

250 -

FOR Y = o + ﬁ};g 1%
avfz,= a+ bz, + t 025 5E(Y)
WUERE
100

’ S
SE(7)= % \{ Ly {"‘;5 %)
50 < - - - - Z%

&0 85 70 75

200 +

weaight
&
o
o
\
\c
O

height

Sunday, February 21, 2010

21



What makes a Good
Predictor?

290 o
* Many carefully chosen ﬂ
samples will provide more 200 - Toldes  ary
data points for analysis, and o
better predictions S e
* Consider more variables iy s ol
than initially considered - it
50 . . 1
may not be the factor that WAREE R e
you anticipated i
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Hypothesis lesting

% Are these two related?

* The null hypothesis
assumes there is no
relationship

or Ho : =0

* This assumes that x
does not affect y at all

* To test this, we use the
t test statistic
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* We have choices for an alternate hypothesis

% Using Ha : p>0 will reject the null hypothesis
at & = .05 significance level and conclude that there
IS a relationship

U= =—

b
se(b)

L=t Ok W B>

t<t, FORH, : <0

[t1> Itg,| FOR Hy: B #0
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Multiple Linear Regression

* Analyzes one dependent variable and multiple
iIndependent variables

* This Is similar to the other linear regression we
have done, but uses matrix algebra - best done on
a computer!

Y=2a+fx +B,74,+ B % €
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Nonlinear Regression

% Not all regressions follow a line

* For data that follows a nonlinear curve, linear
regression can be used, such as with the following
formula

Y=a+Bx+pB,2%+e¢

AND TREAT z AND z2 A5
INPEPENPENT VARIABLES IN A
LINEAR MODEL.
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Regression Diagnostics

* Plot the residual e;against the predictor y;

* This will create a scatterplot that helps identify any

patterns not yet detected

A RANDOM SCATTERPLOT INDICATES

THAT THE MOPEL ASSUMPTIONS
ARE PROBABLY OK.

ANY FPATTERN INDICATES A
PEFINITE PROBLEM WITH THE
MOPEL ASSUMPTIONS.
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That's All!

* \We have covered the
basics of regression
analysis

* More resources are
available at the
following links

http://mathworld.wolfram.com/
http://en.wikipedia.org/wiki/Regression analysis
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